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What’s a feature transformation:
Feature: the characteristic or prominent aspect of each data
Transformation: a series of operations, which make something
presented in another form

The feature transformation is a data preprocessing technol-
ogy performing a series of operations to reform the way of fea-
ture presented.

How to transform?
What’s the series of operations?
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Figure 1: Distribution of Iris data set
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Figure 2: Distribution of Iris data set after transform

Xinlei Zhou



. . . . . .

Introduction
What are our contributions?

Have we improved the performance?

What’s a feature transformation?
How to transform?

The distance between different categories increases, while the
distance between the same categories decreases, and the sep-
arability of data increases significantly.

The main idea of our method is to learn a matrix W which maps
the data onto a new feature space. The data in the new feature
space will have better representation for clustering or classifica-
tion tasks, and we call it weight-matrix learning (WML).
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Contributions and advantages of our method:
1. The mapping between new and old feature spaces is lin-
ear.
Suppose that S ⊂ Rn is a data set containing N n-dimensional
column vectors, and is represented as

S = {x⃗i |x⃗i ⊂ Rn, i = 1,2, · · · ,N}. (1)

The transformed data set is defined as

SW = {y⃗i |y⃗i = Wx⃗i , i = 1,2, · · · ,N}, (2)

where W = (w ij)n×n is a full rank matrix to be determined.
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2. The similarity in WML is based on a pseudo-distance,
i.e., the square of weighted distance, rather than the dis-
tance itself. This improvement reduces the computational
complexity of the similarity matrix to some extent.

ρ
(W )
pq =

1

1 + β · d (W )
pq

(3)

where

d (W )
pq = d2(y⃗p, y⃗q) = (x⃗p − x⃗q)

T (W T W )(x⃗p − x⃗q), (4)

β is a positive parameter determined by solving the following
Equation (5)

2
N(N − 1)

∑
q>p

ρ
(I)
pq = 0.5 (5)

where N is the number of objects, ρ(I)
pq is the value of ρ(W )

pq at
W = I , indicating the similarity of the original data.
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For the purpose of reducing uncertainty of the similarity matrix,
we consider the minimization of the following evaluation function
(objective function):

E(W ) =
1

N(N − 1)

∑
q<p

Epq(W )

=
1

N(N − 1)

∑
q<p

(ρ
(W )
pq (1 − ρ

(I)
pq) + ρ

(I)
pq(1 − ρ

(W )
pq ))

(6)

in which N is the number of objects, W represents the feature
weight matrix, ρ

(W )
pq specified by Equation (3) is the similarity

between objects x⃗p and x⃗q , and ρ
(I)
pq is defined in Equation (5).
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This evaluation function E(W ), is constructed based on a simple
function

f (x , y) = x(1 − y) + y(1 − x)(0 ≤ x , y ≤ 1) (7)

Noting that
∂f
∂x

= 1 − 2y :

∂f
∂x

> 0 if y < 0.5,
∂f
∂x

< 0 if y > 0.5.

Therefore, the function f (x,y) with respect to x :
is a strictly monotonically increasing function under the condition
of fixed y < 0.5 and
is a strictly monotonically decreasing function under the condi-
tion of fixed y > 0.5.
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3. The objective function we designed has ensured the in-
terpretability of the data mapping process, which is impos-
sible for most methods.

We can explain the optimization process of the objective function
as follows:
We take 0.5 as a reference center of similarity value for a data
set. During the optimization process the similarity deviates from
0.5 and approaches 0 or 1 gradually. That is, the similarity be-
fore the transformation (which is larger than 0.5) larger, and
the similarity before the transformation (which is smaller
than 0.5) smaller.
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4. We place the WML into a feed-forward neural network in
which the stochastic gradient descent or batch gradient de-
scent algorithm or other gradient-based training techniques
can be well used.

Figure 3: Network representation WML linear transformation
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1. Classification tasks

We take RWN(Random Weighted Network) and C4.5 to validate
the performance of our method in classification tasks.

Figure 4: Training Accuracy
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Figure 5: Testing Accuracy
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Performance analysis:

1. RWN is a network structure that reflects the mapping re-
lationship between the feature space of the data and category
space. The complexity of the feature space of the data set
directly affects the performance of the RWN. Our WML per-
forms a linear transformation on the data, which can reduce the
uncertainty of the similarity matrix of the data. Noting that the
uncertainty of the similar matrix may be closely related to
the complexity of the feature space, decreasing the uncer-
tainty of the similar matrix may reduce the complexity of the
feature space. That is, WML may reduce the learning difficulty
of RWN. Therefore, our WML can improve the training accuracy
and testing accuracy of RWN algorithm.
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2. C4.5 is a rule learning algorithm that reduces the information
entropy of data by continuously selecting feature segmentation
points with high information gain rate. C4.5 does not use the
information of the similarity matrix of the data, so theoretically
WML can not improve the performance of C4.5, which is consis-
tent with our experimental results.
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2. Clustering tasks

We take K-means to validate the performance of our method
in clustering tasks. In order to evaluate the clustering results,
we select four internal indexes DBI, DUNN, CHI, and SI as the
evaluation criteria for clustering.

Figure 6: clustering result
Xinlei Zhou
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Summary:

Through the above analysis, it can be concluded that WML has
the ability to improve the performance of similarity-based learn-
ing algorithm significantly, which could be proved by accuracy of
classification tasks or several clustering indexes.
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Thanks!

Xinlei Zhou
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